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Abstract

There is an active debate within the field of phonology concerning the cognitive status of substantive
phonetic factors such as ease of articulation and perceptual distinctiveness. A new framework is pro-
posed in which substance acts as a bias, or prior, on phonological learning. Two experiments tested this
framework with a method in which participants are first provided highly impoverished evidence of a
new phonological pattern, and then tested on how they extend this pattern to novel contexts and novel
sounds. Participants were found to generalize velar palatalization (e.g., the change from [k] as in keep to
[t�ʃ] as in cheap) in a way that accords with linguistic typology, and that is predicted by a cognitive bias
in favor of changes that relate perceptually similar sounds. Velar palatalization was extended from the
mid front vowel context (i.e., before [e] as in cape) to the high front vowel context (i.e., before [i] as in
keep), but not vice versa. The key explanatory notion of perceptual similarity is quantified with a psy-
chological model of categorization, and the substantively biased framework is formalized as a condi-
tional random field. Implications of these results for the debate on substance, theories of phonological
generalization, and the formalization of similarity are discussed.
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1. Introduction

With the introduction of theories of grammar that are based on violable constraints, and
optimality theory (Prince & Smolensky, 1993/2004) in particular, has come a renewed interest
in the substantive factors that shape human languages. As originally defined (Chomsky, 1965),
substance refers to the system of categories that figure in the mental representation of linguis-
tic knowledge. For example, the claim that the sounds of all languages are mentally repre-
sented with a particular set of distinctive features (e.g., [voice]), and that these features have
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universal articulatory and acoustic content, is a claim about substance. In the field of genera-
tive phonology, which studies knowledge of linguistic sound systems, substance is now used in
a broader sense to refer to any aspect of grammar that has its basis in the physical properties of
speech. These properties include articulatory inertias, aerodynamic pressures, and degrees of
auditory salience and distinctiveness.

Recent work has emphasized the importance of acoustic, auditory, and perceptual proper-
ties, an area that was previously somewhat neglected (but cf. Lindblom, 1986, Ohala, 1981,
1992; Stevens & Keyser, 1989). By studying the speech signal, as shaped by the vocal tract and
processed by the auditory and perceptual systems, phonologists have gained a deeper under-
standing of several aspects of sound systems, including the inventories and distributions of
sounds in the languages of the world (Beckman, 1999; Flemming, 2002; Gilkerson, 2005;
Kawasaki-Fukumori, 1992; Kochetov, 2002; Ohala, 1992; Padgett, 2004; Steriade, 2001a,
2001b; Zhang, 2001), the characteristic changes that sounds undergo in particular phonologi-
cal contexts (Cho & McQueen, 2006; Côté, 2000, 2004; Jun, 1995; Steriade, 2001a, 2001b;
Wilson, 2001), lexical stress systems (Gordon, 2004; Hayes, 1995; Peperkamp, 2004), the per-
ception and production of structures that do not occur in the native language (Davidson, 2003,
2006; Dupoux, Kakehi, Hirasi, Pallier, & Mehler, 1999), and the extension of native-language
phonological patterns to borrowed words (Fleischhacker, 2001; Kang, 2004; Kenstowicz,
2003; Zuraw, 2005). Two recent volumes (Hayes, Kircher, & Steriade, 2004; Hume & John-
son, 2001) testify both to the dramatic advances that have been made in integrating perception
into phonology and to the pivotal role that optimality theory has played in the formalization of
the resulting theories.1

In spite of these empirical and theoretical developments, there is no consensus on the central
question of what role substance plays in grammar. Do the phonological grammars that speak-
ers acquire have a significant substantive component? That is, do the cognitive computations
that support phonological behavior make reference to knowledge of perceptual similarity, de-
gree of articulatory difficulty, and other phonetic aspects of speech? Two opposing answers are
given in the recent literature.

According to the framework known as phonetically based phonology (e.g., Hayes et al.,
2004), phonological cognition is rich in substance. Speakers have detailed knowledge of
articulatory and perceptual properties, and their grammatical systems make reference to that
knowledge. Within optimality theory, this knowledge takes the form of violable constraints
that ban articulatorily difficult sounds and sound sequences, and that require sounds to appear
in phonological environments that facilitate their perception.

An alternative framework, known as evolutionary phonology (e.g., Blevins, 2004; Blevins &
Garrett, 2004), claims that the evidence cited in support of phonetically based phonology is also
consistent with an account in which substantive factors influence diachrony (the development of
language over time) but not synchronic phonologies (the computational systems of speakers at a
givenpoint in time).Proponentsof this frameworkhavecalledattention to the fact thatphonolog-
ical patterns without apparent phonetic motivation can be found in natural languages (Anderson,
1974, 1981, 1985; Buckley, 1999; Chomsky & Halle, 1968; Hyman, 2001; Yu, 2004; but cf.
Zsiga, Gouskova, & Tlale, 2006). Recent work has also established that such patterns are found
in child language (Buckley, 2003) and are not distinguished from more substantively motivated
patterns by infants under certain experimental conditions (Seidl & Buckley, 2005).
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The goal of this article is to develop and support a modified version of phonetically based
phonology that I refer to as substantively biased phonology (see also Steriade, 2001c; Wilson,
2003). In this framework, knowledge of substance acts as a bias (or prior) that favors phono-
logical patterns that accord with phonetic naturalness. The bias is not so strong that it excludes
phonetically unmotivated patterns from being acquired or productively applied.2 Therefore,
the main claim of substantively biased phonology is not that all phonological systems are pho-
netically natural, or that the language learner has difficulty acquiring phonetically unnatural
patterns under all conditions. The main claim is instead that the learner is predisposed toward
patterns that are phonetically natural. In this article, I show that this naturalness bias can be
quantified and embedded within a formal theory of the learner, and that the bias is revealed un-
der experimental conditions in which the learner is required to generalize from highly impov-
erished input data.

I focus on one specific type of phonological pattern, referred to throughout as velar
palatalization, introduced in section 2; a simple example of the pattern would be the change of
pronunciation from keep ([kip]) to cheap ([t�ʃip]). The formal development of substantively
biased phonology in section 3 makes use of mathematical methods from the theory of categori-
zation (Luce, 1963; Nosofsky, 1986; Shepard, 1987) and conditional random fields (Lafferty,
McCallum, & Pereira, 2001). Perhaps the most original contribution of the article is an experi-
mental paradigm, dubbed the poverty of the stimulus method (PSM), that tests for substantive
bias by requiring participants to generalize new phonological patterns based on limited expo-
sure. For example, in one condition of Experiment 1 (section 4) participants were exposed to
instances of velar palatalization before the mid front vowel [e], and were then tested on
whether they would generalize the change to new words containing the same vowel and, of
most interest, to words containing the high front vowel [i]. The results from both Experiment 1
and Experiment 2 (section 5) support substantively biased phonology. The biased model pre-
dicts the detailed quantitative patterns observed in the experiments better than the unbiased
model, a finding that defuses the arguments from theoretical simplicity that have been ad-
vanced in favor of evolutionary phonology (Blevins, 2004; Hale & Reiss, 2000; Ohala, 1992,
1995). The results have additional consequences for theories of phonological generalization
and similarity, as I discuss in section 6.

2. Background on velar palatalization

For the purposes of this article, velar palatalization refers to the change from a velar stop
consonant, voiceless [k] (as in keep) or voiced [�] (as in gear), to the corresponding pala-
toalveolar affricate, voiceless [t�ʃ] (as in cheap) or voiced (as in jeer), respectively. We
examine velar palatalization before three vowels: the high front vowel [i] (as in keep), the
midfront [e] (as in cape), and the low back vowel [ɑ] (as in cop). Simple examples appear in
Table 1.3

Velar palatalization was selected as the focus of this article because the articulatory, acous-
tic, perceptual, and phonological properties of velars and palatoalveolar affricates have been
studied extensively. To establish the substantive basis for the experiments and modeling that
appear later, I now summarize the relevant findings.
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2.1. Articulation

It is well-known that in many languages the velar stop consonants [k] and [�] are articulated
further forward on the palate when they appear immediately before front vowels such as [i] and
[e] than when they appear immediately before back vowels such as [ɑ] (Butcher & Tabain,
2004; Keating & Lahiri, 1993; Ladefoged, 2001). Keating and Lahiri (1993) review X-ray and
other articulatory evidence of this fronting effect in English and other languages. They con-
clude that “[t]he more front the vowel, the more front the velar” (p. 89) holds in all of the lan-
guages for which data were available. A more recent study by Butcher and Tabain (2004),
which investigates several Australian Aboriginal languages as well as Australian English, co-
mes to essentially the same conclusion based on static palatography data (although Butcher
and Tabain suggested that their data support only a binary distinction between nonback and
back vowel contexts).

Fronting is relevant here because it makes the articulation of velar stops more similar to that
of palatoalveolar affricates. Keating and Lahiri (1993) speculate that there may be additional
points of articulatory similarity, especially before the high front vowel [i], but as far as I know
the relevant phonetic properties have not been investigated by any subsequent study.

2.2. Acoustics

The articulatory similarity of velars and palatoalveolars before front vowels gives rise to an
acoustic similarity.AsdiscussedbyKeatingandLahiri (1993), themainpeak in thespectrumofa
consonant release (the brief period of time after the articulatory constriction of the consonant
ends) is due to “a front cavity resonance whose frequency value largely depends on the following
vowel” (p. 96). Velars before more front vowels have smaller resonant cavities, and therefore
higher frequency peaks, as demonstrated by acoustic measurements in Butcher and Tabain
(2004), Guion (1996, 1998), Keating and Lahiri (1993), and many references cited therein. For
example, Guion’s (1996, 1998) investigation of American English found that the peak spectral
frequency of a velar release is directly proportional to the frontness of the following vowel. The
peak ishigherbefore [i] thanbefore [e], andhigherbefore [e] thanbefore [ɑ]. (Note that although
[i] and [e] are both front vowels phonologically, [i] is phonetically further front than [e].)

Guion also measured the peak spectral frequencies in the corresponding regions of [t�ʃ] and
. The results show that the affricates have peaks that are approximately constant across

vowel contexts, and high relative to those of the velars. It follows that velar stops before more
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Table 1
Examples of velar palatalization in three vowel contexts

[–Voice] Velar [+Voice] Velar

Vowel Context Example Vowel Context Example

[i] [+high, �low, �back] [ki] → [t�ʃi] [i] [+high, �low, �back] [�i] → [d��i]
[e] [�high, �low, �back] [ke] → [t�ʃe] [e] [�high, �low, �back] [�e] → [d��e]
[ɑ] [�high, +low, +back] [kɑ] → [t�ʃɑ] [ɑ] [�high, +low, +back] [�ɑ] → [d��ɑ]
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front vowels are more acoustically similar to palatoalveolar affricates, at least with respect to
the peak spectral frequency measure.

As in the case of articulation, there are likely to be additional acoustic properties that are
shared by palatoalveolar affricates and velars before front vowels. For example, the length of fri-
cation and aspiration at the release of a velar stop has been found to be proportional to the
frontness of the following vowel (see references cited in Guion, 1996, 1998). All other things be-
ingequal, stopswith longer fricationoraspirationwillbemoreacousticallysimilar toaffricates.

2.3. Perception

Experiments reported in Guion (1996, 1998) establish further that velar stops and pala-
toalveolar affricates are more perceptually similar before more front vowels. In one of the
experiments, native English speakers performed forced-choice identification of conso-
nant–vowel stimuli that were composed of [k, t�ʃ, �, ] followed by [i, ɑ, u]. The stimuli
were excised from faster speech recordings of English words and truncated so that the duration
of the vowel was 100 msec. They were played to participants both without masking noise and
with white masking noise at a signal-to-noise ratio of +2 dB. Very few identification errors
were found in the absence of noise (95% correct responses). In contrast, there were many er-
rors in the presence of noise (69% correct responses), and the error patterns are largely under-
standable in terms of the articulatory and acoustic evidence already reviewed.

Table 2 reproduces a portion of the confusion matrix data published in Guion (1998, p. 35,
Table 5). Note that the design of the experiment did not allow participants to report vowel mis-
identifications, so the cells corresponding to such errors have been left blank.

As can be seen from Table 2, the rate at which [ki] is misidentified as [t�ʃi] is higher than the
rate at which [kɑ] is misidentified as [t�ʃa]. Similarly, [�i] was misidentified as more of-
ten than [�ɑ] was misidentified as , although the overall error rate for [�] is lower than
that for [k].4 Errors in which voicing was confused (e.g., [ki] misidentified as [�i]) were rela-
tively rare, a finding that replicates many other speech perception experiments (e.g., Benkí,
2002), and such errors are not considered further in this article.
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Table 2
Confusions of velars and palatoalveolars

Response

Stimulus [ki] [t�ʃi] [�i] [d��i] [kɑ] [t�ʃɑ] [�ɑ] [d��ɑ]

[ki] 43 35 10 12
[t�ʃi] 10 85 0 5
[�i] 4 4 71 21
[d��i] 9 28 12 51
[kɑ] 84 13 3 0
[t�ʃɑ] 10 87 0 3
[�ɑ] 4 0 87 9
[d��ɑ] 2 23 10 65

Note. From “The Role of Perception in the Sound Change of Velar Palatalization,” by S. G. Guion, 1998,
Phonetica, 55, pp. 18–52. Copyright 1998 by S. Karger AG, Basel. Adapted with permission.
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An earlier study of consonant perception by Winitz, Scheib, and Reeds (1972) found a
high rate of [ki] > [ti] errors in a forced-choice identification task with [p t k] as the possi-
ble response options (the stimuli were consonant release bursts excised from their contexts).
One could speculate that the listeners in Winitz et al.’s study also misperceived [ki] as some-
thing closer to [t�ʃi], and selected [t] as the available response that was most faithful to their
perception.

2.4. Phonology

As originally observed by Ohala (1992) and expanded on by Guion (1996, 1998), there is a
striking relation between the phonetic and perceptual facts discussed earlier and two impli-
cational laws that govern velar palatalization (recall Table 1). These laws were revealed by sur-
veys of genetically diverse languages that either have velar palatalization as part of their pho-
nological systems, or that have undergone a velar palatalization sound change during their
diachronic development (Bhat, 1978; Chen, 1972, 1973; Guion, 1996, 1998; Neeld, 1973).

The first law is that palatalization before more back vowels asymmetrically implies
palatalization before more front vowels. For example, if a language palatalizes velars before
the back vowel [ɑ] ([kɑ] → [t�ʃa] and [�ɑ] → ), then it is also expected to palatalize
velars before the front vowels [i] and [e] ([ki] → [t�ʃi], [�i] → , etc.), but not necessarily
vice versa. Similarly, palatalization before mid [e] implies palatalization before high [i] (recall
that [i] is phonetically more front than [e]), but not vice versa.

The second law is that palatalization of voiced velars asymmetrically implies palatalization
of voiceless velars. In other words, if palatalization applies to voiced [�] in a given vowel con-
text, then it is also expected to apply to voiceless [k] in the same context, but not necessarily
vice versa.

Comparing these statements about phonological systems with the confusion matrix in Table
2, we see that the two laws can be given a unified explanation in terms of perceptual similarity
(Guion, 1996, 1998; Ohala, 1992). If a velar stop and its corresponding palatoalveolar affricate
are more similar, as measured by confusion rate, in context C than in context C ′, then velar
palatalization in C ′ asymmetrically implies velar palatalization in C.

A related finding is that, in the lexicons of many languages, velar stops cooccur with front
vowels, and in particular [i], less often than would be expected by change (Maddieson &
Precoda, 1992). This finding is relevant because it illustrates a well-known property of phono-
logical typology, namely that the same forces that lead to changes in some languages (e.g., [ki]
→ [t�ʃi]) are visible in the static distribution of sounds in other languages (e.g., relative rarity of
[ki]). In this case, we can trace both dynamic and static patterns back to the same relation of
perceptual similarity.

2.5. Summary

The study of velar palatalization presents us with a near-perfect correlation between phonet-
ics substance and phonological patterning. Velar stops and palatoalveolar affricates are more
articulatorily, acoustically, and perceptually similar before front vowels (e.g., more similar be-
fore [i] than before [e], and more similar before [e] than before [ɑ]). Front vowels condition
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velar palatalization more strongly in attested phonological systems (i.e., palatalization before a
front vowel asymetrically implies palatalization before a less front vowel that is otherwise
identical). Similarity is greater overall for the voiceless stops and affricates than for the voiced
ones, and voiceless stops undergo palatalization more easily (i.e., palatalization of voiced velar
stops asymmetrically implies palatalization of voiceless velar stops).

In the framework of phonetically based phonology, such correlations have been taken to re-
veal a cognitive principle that privileges alternations between perceptually similar sounds
(Steriade, 2001a, 2001b; see also Côté, 2000, 2004; Jun, 1995; Wilson, 2001; Zuraw, 2005;
and see Chen, 1972, 1973 for a foundational proposal in the same spirit). Thus, for example,
the principle favors the change [k] → [t�ʃ] before [i], relative to the same change before [ɑ],
precisely because the terms related by the change are more similar in the former context than in
the latter. According to this view, the observed laws on velar palatalization derive from mental
structures (such as rules or rankings of violable constraints) that are in turn shaped by phonetic
substance.

In contrast, evolutionary phonology takes such correlations to be evidence of the role that
substance plays in diachronic change, not in the mental grammars of speakers (Blevins, 2004,
in press; Blevins & Garrett, 2004; this is also the view expressed explicitly by Ohala, 1992,
1995, and appears to be the one held by Guion, 1996, 1998). Velar palatalization applies more
strongly in contexts where velar stops and palatoalveolar affricates are more similar, according
to this view, because those are exactly the contexts in which learners of one generation are most
likely to misperceive the velar stops of the previous generation as palatalized. Phonological
rules or constraint rankings are symbolic reifications of such misperception patterns (and other
types of interpretation or reanalysis that are claimed to be characteristic of language acquisi-
tion); they obey implicational laws only because the underlying error patterns are lawful.

It is unlikely that traditional linguistic description and analysis, although they remain of vi-
tal importance to the field as a whole, are sufficient to resolve this particular controversy. The
proponents of phonetically based phonology have not been deterred by the fact that many sub-
stantively motivated implicational laws—including those governing velar palatalization
(Chen, 1972, 1973)—are known to have a small number of exceptions, just as the proponents
of evolutionary phonology have not been swayed by the high level of explicitness achieved
within the other framework.

The rest of this article presents two alternative techniques, one computational and one ex-
perimental, that are aimed at resolving this impasse. In the next section, I show that the new
framework of substantively biased phonology—and in particular the cognitive principle that
favors changes involving perceptually similar sounds—can be made quantitatively precise. As
noted in the introduction, by using substance as a bias rather than an absolute restriction on
phonological systems, the framework avoids the incorrect or implausible predictions of the
strongest version of phonetically based phonology (e.g., that a child exposed to a language in
which velars palatalize only before the low back vowel [ɑ] would somehow fail to acquire this
pattern). Substantively biased phonology nevertheless makes falsifiable predictions about how
novel phonological patterns will be generalized from impoverished input. The experiments in
sections 4 and 5, which involve briefly exposing participants to “language games” involving
velar palatalization and then measuring the degree to which they generalize the games to new
phonological contexts, were designed to test some of these predictions. The experiments reveal
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that participants generalize in a way that accords with the first implicational law discussed ear-
lier (i.e., palatalization before more back vowels implies palatalization before more front vow-
els), a finding that supports substantively biased phonology over evolutionary and other
emergentist alternatives (de Boer, 2001; Kirchner, 2005; Redford, Chen, & Miikkulainen,
2001).

3. Substantively biased phonology

In this section, I introduce the framework of substantively biased phonology in two parts. In
the first part, I combine acoustic and confusion-matrix data with the generalized context model
of classification (GCM; Nosofsky, 1986) to evaluate the perceptual similarity of velar stops
and palatoalveolar affricates across vowel contexts. The result is a quantitative version of the
P(erceptual)-map of Steriade (2001a, 2001b, 2001c), which represents speakers’ knowledge
of similarity across phonological contexts. In the second part, I introduce conditional random
fields (CRF; Lafferty et al., 2001), which are a special case of more general maximum entropy
or log-linear models, and show how the similarity values derived earlier in the section can
function as a source of substantive bias (or prior) on CRF learning. I also discuss qualitative
properties of the CRF learning mechanism, in preparation for modeling the experimental re-
sults in sections 4 and 5.

3.1. Quantifying perceptual similarity

The GCM is defined by three equations that relate psychological similarity on the dimen-
sions that define the stimuli to confusability under identification. The first equation states that
the distance dij between two points xi and xj in the space defined by the stimulus dimensions is a
weighted function of the difference between xi and xj on each dimension.

The index m runs over the stimulus dimensions (e.g., xim is the psychological value of stimu-
lus xi on dimension m). Three dimensions were used in the simulations presented here: a bi-
nary-valued voicing dimension (0 = voiceless, 1 = voiced), a binary-valued vowel dimension
(0 = [i], 1 = [ɑ]), and a real-valued peak spectral frequency dimension. Clearly it is the third di-
mension that is of central interest; as discussed later, values on this dimension were trans-
formed to the Bark scale to better match the perceptual (as opposed to acoustic) relations
among the stimuli (see Johnson, 1997). The other two dimensions were included to allow the
model to be fit to the confusion matrix in Table 2.

Each stimulus dimension has an attention weight wm. The weights on all dimensions are
constrained to be nonnegative and to sum to 1� �m

M
mw� �� 1 1 . There is also a scale parame-

ter c, constrained to be nonnegative, that relates to the overall level of discriminability among
elements of the stimulus space (larger c corresponds to greater stretching of the space). The r
parameter, which controls how the three stimulus dimensions interact with one another, was
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set to 2 (corresponding to the Euclidean distance metric). This setting reflects the assumption
that at least some of the stimulus dimensions are integral (i.e., not perceived separately from
one another; Nosofsky 1986). Indeed, Benkí (1998) established that place of articulation (here,
velar vs. palatoalveolar) and voicing (voiceless vs. voiced) are perceived in a nonseparable
fashion. (Similar results were obtained with r = 1, which corresponds to the city-block metric
that is appropriate when stimulus dimensions are assumed to be perceptually separable.)

The second GCM equation expresses the well-known finding that perceptual similarity ηij

between two points xi and xj falls exponentially as the psychological distance between the
points increases (Nosofsky, 1984, 1986; Shepard, 1957, 1987).

ηij = exp(–dij) (2)

Nosofsky (1986) gives a more general version of this equation, in which the distance dij is
raised to a power p within the exponential; however, the special case given in Equation 2 (cor-
responding to p = 1) was found to be sufficient for this study.

The final equation projects perceptual similarities onto predicted confusion rates according
to the Luce choice rule (R. D. Luce, 1963; Shepard, 1957). The probability of response xj given
stimulus xi is a function of the perceived similarity of xi and xj, relative to the perceived similar-
ity of xi and all of the possible responses.5

This equation presupposes that every stimulus xn has an associated response bias bn (all of the
response biases are required to be nonnegative and to sum to one:� �n

N
nb� �� 1 1 . In this case,

the response bias parameters allow the model to capture the finding, noted in section 2, that the
confusion rates for velar stops and palatoalveolar affricates are asymmetric (e.g., [k] is mis-
identified as [t�ʃ] much more often than [t�ʃ] is misidentified as [k]). This is probably undesir-
able as an ultimate account of the asymmetry—among other considerations, the relative fre-
quencies of velars and palatoalveolars in words of English might suggest a response bias in the
opposite direction—but it does provide a provisional solution that is compatible with the un-
derlying symmetry assumptions of the GCM (see Nosofsky, 1991, for general discussion).

Given the values that a set of items take on the stimulus dimensions, and a confusion matrix
over the same items, perceptual similarities can be inferred from Equations 1, 2, and 3 with the
maximum likelihood (ML) method (Nosofsky, 1986; Nosofsky & Zaki, 2002; see also Myung,
2003, for a general presentation). The likelihood equation used here was the one given in
Nosofsky and Zaki (2002, p. 930). Optimization was performed with the optimmethod of the
R statistical package (R Core Development Team, 2005). The free parameters were the atten-
tion weights ({wk}), response biases ({bj}), and the scale (c).

The confusion matrix given in Table 2 and stimulus values for tokens of [ki, t�ʃi, kɑ, t�ʃa, �i,
, �ɑ, ] were entered into the model. The values for the voicing and vowel dimensions

were dummy-coded, as already described. The values for the peak spectral frequency dimen-
sion were taken from average data published in Guion (1996). Similar results were obtained
with peak spectral frequencies that were measured from the stimulus items of the experiments
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reported in sections 4 and 5. All spectral frequencies were converted from Hz to the Bark scale,
which better matches auditory and perceptual similarity relations for stimuli, like the present
ones, that have significant high-frequency components; conversions were performed with
Traunmüller’s approximation (26.81 / (1 + (1960 / f)) –.53; Traunmüller, 1990). The resulting
predicted confusion matrix was qualitatively similar to the observed matrix. The ML estimate
of the parameters had a negative log likelihood of 64.6, and the Kullback–Leibler divergence
(Cover & Thomas, 1991) between the observed confusion proportions and the predicted con-
fusion probabilities was 1.44.

Because Guion’s (1998) confusion matrix contains information for the vowels [i] and [ɑ],
but not [e], only the perceptual similarities of [ki] / [t�ʃi], [�i] / [kɑ] / [t�ʃɑ], and [�ɑ] /

could be directly assessed. These (unitless) values are given in Table 3. Note that the val-
ues are the perceptual similarities {ηij} multiplied by the appropriate response bias terms {bj};
as discussed earlier, response biases are employed here to capture the fact that confusion rates
are asymmetric within a pair. The perceptual similarities of the remaining pairs [ke] / [t�ʃe] and
[�e] / were determined by interpolation from the ML fit. The peak spectral frequencies
for velars and palatoalveolars before [e] were taken from Guion (1996, 1998), and the response
biases for [t�ʃe] and were set equal to those for [t�ʃi] and , respectively. The result-
ing values, marked with italicization, are also given in Table 3. (As before, similar values were
obtained using measurements from the stimuli in these experiments.)

Notice that, as expected from the confusion data and the distribution of velar palatalization
in natural languages, voiceless velars and palatoalveolars are more similar overall than the cor-
responding voiced sounds, and within a voicing category similarity decreases with vowel
frontness (i.e., from high front [i] to midfront [e] to low back [ɑ]). We return to these values at
the end of the next subsection.

3.2. Conditional random fields for phonology

Lafferty et al. (2001) introduced a general framework, referred to as CRF, and applied it to
the problem of labeling sequences (see also Gregory & Altun, 2004; McCallum 2003; Roark,
Saraclar, Collins, & Johnson, 2004; Sha & Pereira, 2003, among others). Many phenomena in
phonology can be considered as types of labeling, therefore applying CRF models to phonol-
ogy is a promising direction for research. For example, consider a grammar that would be
standardly described as mapping the hypothetical input sequence /kinə/ to the output sequence
[t�ʃinə] (where [ə] is the final vowel in rhumba). This grammar can also be thought of as as-
signing an output label to each sound in the input: /k/:[t�ʃ], /i/:[i], /n/:[n], /ə/:[ə]. Indeed, a
much richer labeling system known as correspondence theory (McCarthy & Prince, 1999),
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�[ i],d�
�[ ]d�ɑ

�[ e]d�

�[ e]d� �[ i]d�

Table 3
Maximum likelihood estimates of perceptual similarities in three vowel contexts

[ki]/[t�ʃi] [ke]/[t�ʃe] [kɑ]/[t�ʃɑ] [�i]/[d��i] [�e]/[d��e] [�ɑ]/[d��ɑ]

9.23–1 12 .68–1 88.72–1 21.13–1 40.60–1 126.93–1

Note. i/j denotes bjηij. Values in italics are interpolated.



which allows transposition and multiple labeling, has become standard in work on phonology
within optimality theory.6

In the most general terms, a CRF defines a probability distribution over a set of output ran-
dom variables y given values for a set of input random variables x. Each output variable takes
on a value in the finite set �. In this setting, we identify the input variables x with the sequence
of sounds in one phonological form (the input) and the output variables y with the sequence of
sounds in a possibly different phonological form (the output). The set � is the set of all possible
phonological segments, possibly expanded to include a special symbol representing deletion.

The defining structural property of CRF models is that the relations among the output vari-
ables are described by an undirected graph. There is a one-to-one correspondence between the
output variables and the vertices of the graph, and an output variable yi can probabilistically de-
pend on another output variable yj, given the input variables x, only if the corresponding verti-
ces are connected by an edge in the graph. In other words, the output variables satisfy the
Markov property, when conditioned on the input variables, with respect to the graph underly-
ing the CRF. A simple graphical structure, discussed by Lafferty et al. (2001) and sufficient for
purposes here, arranges the output vertices into a chain. Given an input sequence x = (x1, x2, …,
xn), there is a corresponding output sequence y = (y1, y2, …, yn). Each output variable in the se-
quence corresponds to a vertex in the graph, and edges between vertices represent adjacency in
the output sequence (i.e., there is an edge for each pair (yi, yi + 1), 1 ≤ i ≤ n – 1). In this setting, the
input–output mapping of /kinə/ to [t�ʃinə] can be written with coindexation: /k1i2n3ə4/,
[t�ʃ1i2n3ə4].

As demonstrated by Hammersley and Clifford (1971), the joint probability distribution that
a CRF defines over the output variables is equivalent to the Gibbs distribution (see also Geman
& Geman, 1984; Smolensky, 1986):

where � �exp ( )� �� m
M

m mf1 λ x, y is the potential (discussed further later)7 and ZX is the parti-
tion function with respect to input x:

Equations (4) and (5) define the probability of the output y, given the input x, by comparing y to
all possible outputs y′ for the same input. This is the probabilistic analog of the optimality the-
ory claim that the grammatical output is selected by competition among all possible candidate
outputs.

The potentials � �exp ( )� �� m
M

m mf1 λ x, y have a close relation to the notion of Harmony in
optimality theory—and an even closer relation to Harmony in harmony theory (HT;
Smolensky, 1986; Smolensky & Legendre, 2005)—therefore I refer to them with the term
CRF-harmony. CRF-harmony is defined in terms of a set of functions {fm}, each of which eval-
uates input–output pairs.
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In standard CRF terminology, the fm functions are referred to as features, but we think of them
as constraints like those in optimality theory. Each fm is a function from input–output mappings
(more precisely, cliques in the input–output mapping) to the nonnegative integers; this concep-
tion of constraints as functions from candidates to violation levels is familiar from Eisner (1997),
Samek-Lodovici and Prince (1999), and others. A constraint has a real-valued weight λm, which
we take throughout to be nonnegative, thereby expressing the central optimality theory tenet that
constraint violations decrease harmony—that is, in the probabilistic setting, more violations im-
ply lower probability. The entire set of weights for M constraints is denoted by Λ.

To assess the CRF-harmony of any given pair (x, y), we do essentially this. Find the
number of violations that the pair incurs on each constraint (fm(x, y)). Multiply each viola-
tion score by the corresponding weight (λmfm(x, y)). Sum the weighted violations
� �� �� m

M
m mf1 λ ( )x, y . Finally, raise e (the base of the natural logarithm) to the negative of

that sum, written as � �exp ( )� �� m
M

m mf1 λ x, y .
One main difference between the CRF model and optimality theory lies in the way that con-

straint violations are combined into a harmony score. CRF-harmony is an exponential function
of the weighted sum of constraint violations, much as in HT: A pair (x, y) is more harmonic
than another (x, y′) if and only if the value of the CRF-harmony is greater for the former than
for the latter. Optimality theory harmony, on the other hand, is determined by lexicographic
comparison of constraint violations: A pair (x, y) is more harmonic than another (x, y′) if and
only if the highest ranked constraint that distinguishes between the two pairs prefers the latter
(Prince & Smolensky, 1993/2004). (Optimality theory rankings could also be expressed with
real-valued weights, but only the ordering of the weights would be relevant.)

Therewere twomotivations in thiscontext foradoptingaCRFrather thananoptimality theory
approach. First, CRFs generate probability distributions over candidate outputs, and therefore
hold thepromiseofyieldingprecisequantitativematches to thestochasticbehaviorof thepartici-
pants in the experiments reported later in the article. Second, globally optimal CRF weights can
be learned from a body of training data using standard gradient-based optimization algorithms
(Lafferty et al., 2001; see Boyd & Vandenberghe, 2004, for the general picture). No current
instantiation of optimality theory has both of these advantages. Although the original formula-
tion of the theory by Prince and Smolensky (1993/2004) has a correct and convergent ranking al-
gorithm (Tesar & Smolensky, 1998, 2000), it does not readily generate probability distributions.
The alternative formulation known as stochastic optimality theory (Boersma, 1998; Boersma &
Hayes, 2001) is explicitly probabilistic, but the learning algorithm supplied with it has no cor-
rectness or convergence proofs and is known to fail to converge in practice (B. Hayes, personal
communication, July 1, 2005). The same learning problem holds, as far as I know, for other vari-
eties of optimality theory that define probability distributions.8

Learning in this article was performed by minimizing the objective function in Equation 6
(Goldwater & Johnson, 2003; Lafferty et al., 2001; McCallum, 2003) with gradient-based op-
timization. The learning process is batch rather than online; that is, the learner is assumed to be
given an entire sequence D of training data, where D consists of N input–output pairs (i.e., D =
{(x(1), y(1)), (x(2), y(2)), …, (x(N), y(N))}).
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Equation 6 defines the likelihood of the weights (LΛ) as a function of two bracketed terms,
which have interpretations that are familiar from the theory of induction (e.g., Grünwald,
Myung, & Pitt, 2005; Smolensky, 1996). The first term is the negative log probability, given
the weights Λ, of the outputs in the data {y(1), y(1), … y(N)} given the inputs x(1), x(1), … x(N) under
the assumption that the input–output pairs are independent of one another. Minimizing this
term is equivalent to finding the weights that maximize the probability of the observed outputs
given the corresponding inputs. The second bracketed term is a Gaussian prior, or regularizer,
on the weights (Chen & Rosenfeld, 1999). For each weight λm the regularizer specifies a target
value (µm) and imposes a penalty for deviating from that value. An important relation in the fol-
lowing will be that smaller values of σm yield greater penalties for deviating from µm. As we
will see, substantive bias can be injected into the CRF model by assigning different σ values to
different constraints.

3.2.1. Constraints on velar palatalization
A particular application of the CRF model of phonology is characterized by a specific set of

constraints. For the purposes of analyzing the experimental results in sections 4 and 5, I have
found it sufficient to adopt a relatively small set of a priori constraints on velar palatalization.
The strategy of assuming a known constraint set, rather than inducing constraints from the
data, is familiar from optimality theory but not common practice in work on CRFs. One goal of
future research is to develop a model that is able to induce both the constraints and their
weights.

The constraints fall into two classes, as is standard within optimality theory phonology. The
first, Faithfulness class contains constraints that are violated when an input variable xi and the
corresponding output variable yi have different values. For empirical reasons discussed later, I
assume that the velar stops [k] and [�] are subject to two different Faithfulness constraints,
each one violated by velar palatalization. F(k) is violated when input /k/ corresponds to output
[t�ʃ]; F(�) is violated when input /g/ corresponds to output . I assume further that all other
input–output disparities run afoul of an inviolable Faithfulness constraint. This is not a realistic
assumption for all of phonology, but it accords with the design and results of the experiments in
sections 4 and 5.

The second, Markedness class contains the constraints shown in Table 4. Each of these con-
straints has the form *αφ, where α is one of the velar stops ([k] or [�]) and φ is either a single
vowel ([i], [e], or [ɑ]) or a class of vowels. V stands for the class of all vowels; the other classes
can be derived from Table 1. The Markedness constraints are violated by velar stops—and sat-
isfied by palatoalveolar affricates—that appear immediately before the designated vowels in
the output. (The other information in the table is explained in the following section.)

With the constraints in hand, we can now distill the analysis of velar palatalization down to
essentials. Given an input form that begins with a velar stop (e.g., /k1i2n3ə4/), an assumed invio-
lable Faithfulness constraint eliminates all but two of the logically possible candidate outputs:
the fully faithful candidate (e.g., [k1i2n3ə4]) and the candidate that is identical to the input ex-
cept that the velar has been replaced with a palatoalveolar of the same [voice] specification
(e.g., [t�ʃ1i2n3ə4], where output [t�ʃ]1 corresponds to input /k/1). The faithful candidate satisfies
F(α), where α is the initial velar in the input, but it violates one or more of the Markedness con-
straints (e.g., [k1i2n3ə4] violates *ki, *kV[–low], and *kV). Conversely, the velar palatalization
candidate violates F(α), but satisfies the Markedness constraints completely.
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In optimality theory, the relative ranking of these Markedness and Faithfulness constraints
would determine a unique output for each input. For example, if F(k) were to dominate all
three of *ki, *kV[–low], and *kV, then velar palatalization could not apply to the /k/ in /kinə/; the
grammatical output would be the faithful one. In contrast, the numerical weights on the con-
straints in the CRF model do not determine an absolute winner. Instead, they define a probabil-
ity distribution over the two candidates. This distribution is described by Equation 7, which is
the special case of Equations 4 and 5 when there are exactly two candidates. I have made the
substitution � �H fm

M
m m( ) exp ( )x, y x, y� � �� 1 λ to bring out the essence of the competition.

Recalling that stronger constraints have weights that are further above 0, we see that increasing
the weight of Faithfulness relative to Markedness makes the palatalization output ypal less
probable. Conversely, increasing the weight of Markedness relative to Faithfulness makes the
palatalization output ypal more probable.

3.2.2. Biased instantiation
I now bring together the two strands of this section to complete the formulation of substan-

tively biased phonology. The type of bias studied here, due to Steriade (2001a, 2001b) and oth-
ers, is the proposed cognitive preference for changes involving sounds that are more perceptu-
ally similar. For example, the bias should assign a lower cost to the change [ki] → [t�ʃi] than to
the change [kɑ] → [t�ʃɑ].

The key idea is to impose a systematic relation between similarity values (as in Table 3) and
the σ parameters for the Markedness constraints in the CRF. Recall that the Markedness con-
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Table 4
Markedness constraints on palatalization

Prior Values

Biased Unbiased

Constraint µ σ2 µ σ2

*ki 0.0 9.23–2 0.0 10–2

*ke 0.0 12.68–2 0.0 10–2

*kɑ 0.0 88.72–2 0.0 10–2

*kV[–low] 0.0 12.68–2 0.0 10–2

*kV[–high] 0.0 88.72–2 0.0 10–2

*kV 0.0 88.72–2 0.0 10–2

*�i 0.0 21.13–2 0.0 10–2

*�e 0.0 40.60–2 0.0 10–2

*�ɑ 0.0 126.93–2 0.0 10–2

*�V[–low] 0.0 40.60–2 0.0 10–2

*�V[–high] 0.0 126.93–2 0.0 10–2

*�V 0.0 126.93–2 0.0 10–2
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straints are the ones that force phonological changes, in this case by eliminating velar stops be-
fore certain vowels. Recall also that the smaller the σm for a given constraint fm, the more tightly
the prior or regularizer holds the constraint’s weight to the target value µmm. If Markedness
constraints that force alternations among less perceptually similar sounds are assumed to be
subject to greater pressure to remain at their target weights, then we are close to embodying the
desired bias.

Specifically, I propose that the σm for a Markedness constraint fm is determined according to
the following steps. First find all of the changes that can be forced by fm. Among these changes,
find the one that relates the sounds that are least perceptually similar, in the given context. Sup-
pose that bjηij is the perceptual similarity, multiplied by the response bias of the outcome, for
the sounds involved in that change. Set σm equal to that value. In short, the prior σ of a
Markedness constraint is equal to the perceptual similarity of the sounds in the greatest change
that is motivated by the constraint. The columns labeled Biased in Table 4 give the σ values for
the Markedness constraints assumed here.9

The target weight value µ for each constraint must also be specified, and these values de-
pend on the particular human population whose phonological learning we are trying to model.
For adult native speakers of English, a language that does not have a productive process of ve-
lar palatalization, one natural possibility is that all of the Markedness constraints have a target
weight µM = 0, whereas all of the Faithfulness constraints have a target weight that is substan-
tially greater. In the simulations reported here, I use the values µF = 10 and σF = 10–2 for all of
the Faithfulness constraints. The latter value is important only insofar as it gives the Faithful-
ness weights greater overall freedom of movement than the Markedness weights.10

To aid understanding of the qualitative properties of learning and generalization in the CRF
model of phonology, Fig. 1 shows the forces that apply to the weights when, starting from the
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adult state, the model is exposed to training data in which a velar stop α (i.e., [k] or [�]) under-
goes palatalization in context C (i.e., before one of the three vowels [i], [e], or [ɑ]). The force
labeled D shown in Fig. 1 is due to the training data (recall Equation 6). It pulls the weight of
M(α/C) upward (away from 0) and the weight of F(α) downward (toward 0). Given sufficient
training data, the system will learn that α palatalizes in context K. What else the system learns
depends on the relative size of the prior forces and .

3.2.2.1. Case I. If and are of comparable size, then the system learns nothing
beyond palatalization of α in C. The weight of F(α) lowers at roughly the same rate that M(α/
C) rises, with the consequence that at the end of learning F(α)’s weight is still above the
weights of the other Markedness constraints. Thus those constraints remain too weak, relative
to faithfulness, to cause palatalization in any context other than C.

3.2.2.2. Case II. Things work out differently if is substantially smaller than .
The greater prior on the Markedness constraint prevents its weight from being displaced too far
from µ M. Therefore, the weight of the Faithfulness constraint must compensate by descending
further. If the F(α) weight lowers so far that it becomes roughly equivalent to the target weight
µ of some other constraint M(α/C′), then the system will to some extent generalize palataliza-
tion of α from the context C to the new context C′, even though no examples of palatalization in
C′ appeared in the training data. I refer to this type of behavior as generalization on the context.

The link between perceptual similarity and σ values tells us when to expect each case. For
example, if the system is exposed to palatalization of [k] before [i], we expect Case I behavior.
The prior forces on M(ki) (= *ki) and F(k) are approximately the same, therefore no substantial
generalization should result. On the other hand, if the system is exposed to palatalization of [�]
before [e], then Case II behavior is expected. The prior force on M(�e) (= *�e) is substantially
greater than that on F(�), therefore some degree of generalization on the context should be
found. Note that the precise prediction is generalization of [�] palatalization to two environ-
ments—both [i] and [ɑ]—because F(�) will descend within range of both *�i and *�ɑ. Gener-
alization to the [i] context would be predicted under any sensible implementation of substan-
tive bias; generalization to the [ɑ] context is a more subtle consequence of the current
implementation, one we see borne out in Experiment 1 (see section 4).

Because of the analytic decision to distinguish the Faithfulness constraints F(k) and F(�) (as
opposed to collapsing them into a single constraint F(velar-stop)), the system makes a further
prediction: namely, that what I refer to as generalization on the focus should not occur. This type
ofgeneralizationwould involveextendingapalatalizationprocess thatapplies toonevelarstopα
(e.g., [k]) to another velar stop β (e.g., [�]). Such generalization is impossible in the current sys-
tembecause the faithfulnessconstraints thatapply to the twovelar stopsaredistinct.Bothexperi-
ments reported later support this prediction; I discuss other converging evidence and potential
theoretical explanations for the distinct faithfulness constraints in section 5.3.

To summarize, the substantively biased model of phonology just developed makes detailed
quantitative predictions about patterns of learning and generalization. The predictions can to a
certain extent be subject to qualitative analysis by considering the various forces that act on
constraint weights during learning. The predictions concern types of generalization that should
be found and, of equal importance, types that should not. The predictions are asymmetric, mir-
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roring the asymmetries of substance, and follow in a nontrivial way from the representations
and computations of the model.

The following is a brief review of the components of substantively biased phonology that
have already been introduced:

• Perceptual similarity among speech sounds is quantified with the GCM, which uses the
psychological values of the stimuli along specified dimensions, along with data from percep-
tual confusions, to estimate similarities ({ηij}) and response biases ({bj}). Biased similarities
({bj ηij}) account for asymmetric relations among the sounds.

• The grammar takes the form of a CRF that assigns a probability to each output under con-
sideration, given the input. The CRF is in turn defined in terms of a set of constraints ({fm}) and
nonnegative weights ({λm}). The constraints are essentially as in optimality theory, but numer-
ical weighting yields a different type of constraint interaction, one that is much closer to HG.

• Each constraint fm in the grammar has an associated target weight µm and a standard devia-
tion σm. In the current application, µm values are appropriate for the native language of the adult
participants in Experiments 1 and 2 (i.e, µMarkedness < µFaithfulness because the native language does
not have velar palatalization in any context). The σm values constitute the substantive bias,
which is plausibly common to both adult and child learners. Taking advantage of the relation
that smaller σm implies greater penalty for deviating from µm, the value of σm has been set to the
biased perceptual similarity of the greatest change that can be forced by fm. Within the system
of interacting constraints, this quantifies the idea that changes involving more perceptually dis-
tant sounds are dispreferred.

3.2.3. Unbiased instantiation
As a formalism, the CRF model of phonology is equally compatible with a prior that is not

substantively biased. In sections 4 and 5 I compare the biased instantiation described already
with an unbiased instantiation in which the α values for all constraints, both Markedness and
Faithfulness, are equal. Table 4 gives the values assumed in the unbiased version.

Lack of bias in the model leads to absence of asymmetry in the predictions. The unbiased
instantiation learns any velar palatalization pattern just as easily as any other, and predicts that
the pattern in the training data will be generalized to new words but not to new contexts or tar-
gets. The experimental results presented next provide evidence against this more empiricist
theory of phonological learning.

4. Experiment 1: Testing generalization on the context

Language games are naturally occurring phenomena that involve altering the pronunciation
of words in systematic ways, and that often have the purpose of disguising speech or indicating
group membership (Bagemihl, 1995). An important inspiration for the current experiments co-
mes from McCarthy (1981), which shows that games found in nature shed light on the mecha-
nisms by which learners generalize from impoverished input. Related work on natural lan-
guage games appears in Barlow (2001) and Nevins and Vaux (2003). Previous studies that have
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used experimentally constructed language games include McCarthy (1982), Moreton, Feng,
and Smith (2005), Pierrehumbert and Nair (1995), and Treiman (1983).

The experimental method employed here is fairly straightforward and directly motivated by
the model introduced in section 3. In the first part of the experiment, participants are presented
with spoken examples of a novel language game. For example, participants in the mid condition
of this experiment heard examples such as [kenə] … [t�ʃenə] and [�epə] … , which il-
lustrate palatalization of velar stops before the midvowel [e] (… indicates a short pause; all stim-
uli were nonwords). Importantly, the same participants were not presented with any examples in
which thevelarstops [k�]appearedbefore thehighfrontvowel [i].Participants in thehighcondi-
tion heard examples illustrating palatalization of velar stops before the high vowel [i], but were
not presented with any examples in which the velar stops appeared before [e].

In the second part of the experiment, participants are presented with words containing the
velar stops in three vowel contexts ([i e ɑ]). For each participant, exactly one of the vowels [i e]
conditioned velar palatalization in the first part of the experiment; I refer to this vowel as the
exposure context. The other member of [i e] did not appear after a velar stop in the first part of
the experiment; I refer to this vowel as the novel context. The relative rates of velar pala-
talization in the exposure and novel contexts constitute the dependent measure of interest. If
participants exposed to examples such as [kenə] … [t�ʃenə] extend velar palatalization to
words such as [kinə], but participants exposed to examples such as [kinə] … [t�ʃenə] do not
extend the change to words such as [kenə], this will support the substantively biased system
developed in section 3.

This method deliberately withholds crucial information—in this case, whether palataliza-
tion applies in the novel context—and thereby forces participants to rely on their ability to gen-
eralize from limited exposure to a new phonological pattern. I therefore refer to it as the pov-
erty of the stimulus method (PSM). The issue of whether natural language input is highly
impoverished remains a contentious one (Blevins, 2004; Idsardi, 2005; Pullum & Scholz,
2002). However, there can be no debate about the degree of impoverishment in a PSM experi-
ment (although, of course, the adult participants will bring other knowledge, not provided by
the experiment, to bear on the task). This method is therefore exactly the right one to test
claims about mechanisms of learning and generalization such as those posited in substantively
biased phonology.

This experiment tested for generalization on the context.

4.1. Methods

4.1.1. Stimuli
The stimuli were pairs of C1V1C2V2 nonwords (where C stands for consonant and V for

vowel). Lexical stress was always on the initial syllable, and the final vowel (V2) was always
schwa ([ə], as in rhumba). Within a pair, the first vowel (V1) and the second consonant (C2)
were held constant. V1 was drawn from the set [i e ɑ]. C2 came from [p b k � m n f v θ ð s
z t�ʃ l r w], which is a sizable subset of the English consonants. (The sound [θ] is as in
think and [ð] is as in that.) With the exception of the palatoalveolar affricates [t�ʃ] and ,
which have already been discussed, all of the other consonants were pronounced as expected
from English orthography.)
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In the first member of a pair of nonwords, the initial consonant (C1) was drawn from the set
[p b k �]. Items that began with [k] or [�] (i.e., one of the two velar stops) are referred to as crit-
ical items. Items that began with [p] or [b] (i.e., one of the two labial stops) are referred to as
fillers. The possible initial consonants ([p b k �]) and possible first vowels ([i e ɑ]) were fully
crossed in the stimulus set. For each C1V1 combination, a phonetically balanced set of follow-
ing C2s was selected from the specified inventory of second consonants. This resulted in a set
of 82 total nonwords that served as the first members of stimulus pairs.

The second member of a stimulus pair was either phonologically identical to the first mem-
ber, or differed from it by the application of velar palatalization to the initial consonant (i.e., [k]
→ [t�ʃ] or [�] → ). No change was ever applied to items beginning with [p b]. Application
of palatalization always resulted in a nonword.

The stimuli were recorded by a phonetically trained native American English speaker who
was naive to the purpose of the experiment. Recordings were conducted in the soundbooth of
the UCLA Phonetics Lab. All stimuli were spoken in the standard frame “Say again” with
no pauses between words. The first and second members of each pair were recorded separately,
even when they were phonologically identical across all conditions. Individual stimulus items
were excised from the recordings and their amplitudes were normalized.

A complete list of the stimuli for Experiment 1 appears in the Appendix.

4.1.2. Procedure
There were two conditions (High, Mid), with four experimental phases in each condition

(practice, exposure, break, testing). During the experiment participants were seated in front of
a desktop computer in a sound-attenuated booth in the UCLA Phonetics Lab. Stimuli were
played through two speakers at the sides of the computer; speaker volume was constant for all
participants. Stimulus presentation was controlled by PsyScope (Cohen, MacWhinney, Flatt,
& Provist, 1993), with timing performed by the PsyScope Button Box.

At the beginning of the experiment, participants were told that the computer would teach
them a new language game by presenting them with spoken examples. They were told that a
language game could be thought of as a way of pronouncing certain words, and that to play the
game they would first listen to a word that the computer said and then give a spoken response.
Participants were told that all of the words in the experiment were made up and not intended to
be words of English or any other language. They were not given any additional information
about the experimental stimuli, and the instructions included no reference to rules, constraints,
patterns, or generalizations. The procedure for trials in the practice and exposure phases were
as follows:

1. A trial began with a 2-sec period of silence during which the computer screen was
blank.

2. A rectangle containing the text “I say …” appeared on the left side of the screen.
3. 250 msec later the first member of a stimulus pair was played from the speakers.
4. There was a 1-sec interstimulus interval (ISI) that began at the end of the stimulus. The

text box remained on the screen during the ISI.
5. The first text box was removed from the screen and a rectangle containing the text “You

say …” appeared on the right side of the screen.
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6. 250 msec later, the second member of a stimulus pair was played from the speakers.
7. The participant repeated the second member of the stimulus pair (i.e., repeated the word

corresponding to his or her response). Participants were directed to repeat this word in
the instructions, with the explanation that doing so would help them to learn the game.

8. A trial ended when the participant pressed the spacebar on the computer keyboard.

There were two practice trials, one in which the members of the stimulus pair were phono-
logically identical ([bɑlə] … [bɑlə]), and one that illustrated velar palatalization (High: [�ibə]
… ; Mid: [�efə] … ).11 The practice phase was followed by 32 exposure trials,
as schematized in Table 5. The trials in the exposure phase were divided into four blocks of
eight trials each. A block contained two examples of velar palatalization (one each of [k] →
[t�ʃ] and [�] → ), two examples of velars that did not palatalize (one instance each of [k]
and [�] before [ɑ]), and four fillers. The order of the blocks and the order of items within
blocks were randomized across participants. The stimulus sets for the High and Mid conditions
differed only in the items that illustrated velar palatalization. No stimulus was repeated during
the first part of the experiment (i.e., the practice and exposure phases).

After the exposure phase, there was a 2-min break during which participants worked on pen-
cil-and-paper math problems. The problems were designed to be of moderate difficulty (multi-
plication of two three-digit numbers) and were identical across all participants. Participants
were informed that the problems were designed to occupy their time during the break, but
would not play any other role in the experiment. The computer played a brief tone to signal the
conclusion of the 2-min period and the beginning of the testing phase.

The instructions at the beginning of the experiment made the participants aware that there
would be a testing phase, and directed them to play the game in this phase by using their intu-
ition based on the examples that they had heard in the first part of the experiment. A screen of
instructions at the beginning of the testing phase reiterated these directions.12

The procedure for the testing trials was identical to that of the practice and exposure trials,
except that Steps 6 and 7 were replaced with (6′):

6′. After the rectangle containing the text “You say …” appeared on the screen, the partici-
pant generated a response to the word that the computer had played in Step 3.

There were 80 testing trials. The stimuli consisted of the full set of 82 original nonwords that
were constructed for the experiment (i.e., the first member of each stimulus pair), with the two
critical items used for the practice trials removed. The testing list was thus exactly the same for
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Table 5
Exposure trials for the two conditions in Experiment 1

Condition Trial Type (number)

High kiCV … t�ʃiCV (4) �iCV … d��iCV (4)
Mid keCV … t�ʃeCV (4) �eCV … d��eCV (4)
Both kɑCV … kɑCV (3) �ɑCV … �ɑCV (3)

piCV … piCV (3) biCV … biCV (3)
peCV … peCV (3) beCV … beCV (3)
pACV … pɑCV (3) bɑCV … bɑCV (3)



both conditions. The trials were distributed as schematized in Table 6 and presented in an order
that was randomized for each participant without blocking.

In the kɑCV, gɑCV, and filler categories (pɑCV, bɑCV), half of the testing items were iden-
tical to stimuli that had been presented during the exposure phase; these were identical for both
conditions. Thus, for example, there were three testing items of the type bɑCV that all partici-
pants heard in the exposure phase of the experiment, and three testing items of the same type
that were novel for all participants. In addition, half of the kiCV and �iCV testing items were
identical to exposure items for the High group, just as half of the keCV and �eCV testing items
were identical to exposure items for the Mid group. All of the keCV and �eCV testing items
were novel for participants in the High condition, just as all of the kiCV and �iCV testing items
were novel for Mid participants.

Participants’ responses in the practice, exposure, and training phases were recorded with a
Sony Portable MiniDisc Recorder MZ-B100 and a Sony ECM-44B Electret Condenser Micro-
phone with a tie clip. Although the exposure and testing phases were self-paced, they had quite
similar durations across participants. The exposure phase lasted approximately 4 min and the
testing phase lasted approximately 7.5 min.

4.1.3. Participants
Twenty-two native American English speaking undergraduate students at UCLA partici-

pated in the experiment. Participants were randomly assigned to the two experimental condi-
tions, with the restriction that there be an equal number in each condition. They were paid a
nominal fee or received a small amount of extra credit in an introductory course.

4.2. Results and analysis

The recorded responses in the practice, exposure, and testing phases were transcribed by a
phonetically trained native American English speaker (not the author). There were few errors
or unexpected responses in the practice or exposure phases, which required the participants to
simply repeat words that were played by the computer.

The vast majority of the responses in the testing phase could be classified into two catego-
ries: no change (the participant responded with the same nonword that was produced by the
computer) and palatalized (the participant responded with the same nonword except that the
initial consonant was replaced by a palatoalveolar affricate). Palatalization was applied very
infrequently to the labial stops [p] and [b]; only five responses (less than 1% of all total re-
sponses) were of this type. The following statistical analysis focuses on the rate of palataliza-
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Table 6
Testing trials for the two conditions in Experiment 1

Critical trial type (number) Filler trial type (number)

kiCV … (8) �iCV … (8) piCV … (6) biCV … (6)
keCV … (8) �eCV … (8) peCV … (6) beCV … (6)
kɑCV … (6) �ɑCV … (6) pɑCV … (6) bɑCV … (6)



tion of critical testing items (i.e., items that began with [ki], [ke], [kɑ], [�i], [�e], or [�ɑ]). Fig.
2 displays the palatalization rate for each type of critical item in each condition. Table 7 gives
the means and standard errors.

The central issue addressed by this experiment is whether participants exposed to pala-
talization before the vowel [i] (High condition) and participants exposed to palatalization be-
fore the vowel [e] (Mid condition) will show different patterns of generalization. Recall that
velar stops and palatoalveolar affricates are more perceptually similar before [i] than before
[e], and that palatalization before [e] asymmetrically implies palatalization before [i] in most
attested languages. If participants have a system of substantively biased generalization of the
kind presented in section 3, then we expect more generalization of palatalization in the Mid
condition than in the High condition. On the other hand, if participants do not have such a sys-
tem or cannot access it—if they do not approach the problem of learning a new phonological
pattern with the implicit knowledge that alternations among more perceptually similar sounds
are favored—then there is no particular expectation of greater generalization in one condition
than in the other.

The correct way to test for an asymmetric generalization pattern is to look for an interaction
between experimental condition and vowel context. The exposure context for a particular par-
ticipant is the vowel that conditioned velar palatalization in the Exposure phase: [i] for partici-
pants in the High group, [e] for those in the Mid group. The novel context is the other front
vowel, the one that did not occur after velars in the Exposure phase: [e] for the High group, [i]
for the Mid group. (I return later to the issue of generalization before the low vowel [ɑ].)
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Fig. 2. Results of Experiment 1 by condition. Note. Error bars represent standard error of the mean.

Table 7
Mean observed rates of velar palatalization for critical item types in Experiment 1

Condition kiCV keCV kɑCV �iCV �eCV �ɑCV

High .44 (.10) .13 (.06) .05 (.03) .52 (.10) .14 (.06) .14 (.08)
Mid .20 (.07) .19 (.10) .15 (.09) .48 (.10) .49 (.12) .39 (.13)

Note. Values in parentheses are standard errors.



A repeated-measures analysis of variance (ANOVA) with participant as a random factor
was performed on the proportion of palatalization responses computed for each participant in
each of the two contexts, with responses broken down by consonant category (voiceless [k] vs.
voiced [�]). The between-participants factor was condition (High vs. Mid). There were two
within-participants factors: consonant ([k] vs. [�]) and vowel context (exposure vs. novel).
The main effect of condition was not significant (F < 1), suggesting that the different types of
exposure to velar palatalization did not induce different overall rates of palatalization. There
was a significant main effect of consonant, F(1, 20) = 8.0, p < .05, MSe = .07; a significant main
effect of vowel context, F(1, 20) = 8.3, p < .01, MSe = .08; and a marginally significant interac-
tion between condition and consonant, F(1, 20) = 4.2, p < .06, MSe = .07. The crucial interac-
tion between condition and vowel context was significant, F(1, 20) = 8.3, p < .01, MSe = .08,
and supported by planned post hoc paired t tests. Participants in the High condition palatalized
velars at a significantly higher rate before the exposure vowel [i] than before the novel vowel
[e]; mean of the differences: .35, t(10) = 3.0, p < .05. However, participants in the Mid condi-
tion applied palatalization at a statistically indistinguishable rate before the exposure vowel [e]
and the novel vowel [i]; mean of the differences: 0, t(10) = 0, p = 1.13

In qualitative terms, the participants in the Mid condition, but not those in the High condi-
tion, generalized velar palatalization from the exposure context to the novel context. This ef-
fect is quite reliable across participants. In the High condition, 8 out of 11 participants exhib-
ited a greater rate of palatalization before [i] than before [e], with the difference between the
palatalization rates before the two vowels ranging from 1.0 to –.13 across participants. How-
ever, only 5 out of 11 participants in the Mid condition showed greater rates of palatalization
before [e] than before [i], and the difference between the palatalization rates before the two
vowels fell within a much smaller range across participants in this condition (.13 to –.19).

The ability of the biased and unbiased instantiations of the CRF model (section 3) to capture
this asymmetric pattern of generalization was tested by fitting the models to the aggregate data
for each group.14 Both instantiations of the model had a single free parameter D, which scales
the size of the training data (i.e., determines the magnitude of the D force in Fig. 1) relative to
the prior. This parameter is necessary because it is not known how the number of exposure tri-
als in the experiment corresponds to degree of processing in the psychological system. Each
item in the exposure list was assigned a weight of 1; practice items were assigned a weight of
10, reflecting the fact that they were presented at the beginning of the experiment and in rela-
tive isolation from other items. The total body of training data for the models was obtained by
multiplying the weight of each item by D. These details aside, the models were exposed to ex-
actly the same stimuli as the human participants. Table 8 gives the correlations between the ob-
served velar palatalization rates and the best fitting predictions of the biased and unbiased
models.

4.3. Discussion

The results of this experiment support the substantively biased model over the unbiased
model, especially with respect to the mid condition. Participants generalized velar pala-
talization from the mid vowel [e] to the high vowel [i], but did so much less in the opposite di-
rection, a result that is in line with the findings from language typology that were reviewed in
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section 2 and that is explained within the framework of substantively biased phonology
through the incorporation of perceptual similarity into the priors on constraint weights. The
substantively biased model yields detailed qualitative and quantitative fits to the pattern of be-
havioral data: the asymmetry between [i] and [e], the extension of palatalization to the [ɑ] con-
text (in spite of the fact that velars did not palatalize before [ɑ] in the exposure items), and the
overall higher rate of palatalization of [�] (a finding that can be traced to the practice items,
which only instantiated [�] palatalization). The model without bias fits the data much more
poorly, explaining about 44% less of the total variance, and 42% less of the variance for the
critical items, in the mid condition.

There was one qualitative feature of the results that was not predicted by the substantively
biased model: the relatively high rate at which palatalization was extended to [ki] in the Mid
condition. This is likely due to a defect in the similarity values that were entered into the model
(see Table 3) rather than in the model itself (thanks to M. Gordon, personal communication,
January 20, 2004, for this suggestion). Recall that the similarity of [k] and [t�ʃ] before [e] was
estimated by interpolation. These findings suggest that this value is too high (i.e., the conso-
nants are being treated as too similar), a possibility that could be tested in a future perception
experiment of the kind reported in Guion (1996, 1998).

To put these results in a broader context, we return to the debate between phonetically based
phonology and evolutionary phonology (see section 1). One of the central claims made within
evolutionary phonology and related frameworks is that typological asymmetries, such as the
implicational laws observed to govern velar palatalization, need not be attributed to cognitive
asymmetries; mechanisms by which languages change over time provide an alternative expla-
nation. A possible response to this claim, fine as far as it goes, is that very little work in this
vein has been formalized to a degree that allows falsifiability (cf. de Boer, 2001; Redford et al.,
2001). A more positive response by the proponents of substance is to seek out new types of evi-
dence that cannot plausibly be accounted for with evolutionary mechanisms of misperception,
reinterpretation, self-organization, and the like. The PSM experiments and analyses presented
here were conducted in that spirit. By demonstrating that participants generalize from a brief
period of exposure in the way predicted by a formal, substantively biased learning model—not
in the way predicted by an otherwise identical model that lacks substantive bias—the results
reported here shift the debate from speculation over the source of typological distribution to
experimental investigation of human learning (see also Pater & Tessier, 2003; Pycha, Nowak,
Shin, & Shasted, 2003; Wilson, 2003; Zhang & Lai, 2005; Zuraw, 2005).
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Table 8
Correlations (r) between observed and predicted rates of palatalization in Experiment 1

Condition Model All Items Critical Items

High Substantively biased .910 (.83) .870 (.76)
Unbiased .913 (.83) .871 (.76)

Mid Substantively biased .859 (.74) .758 (.58)
Unbiased .550 (.30) .396 (.16)

Note. Values in parentheses are percentage variance explained (r2).



5. Experiment 2: Testing generalization on the focus

As noted in section 3, both the substantively biased and unbiased instantiations of the CRF
model predict that palatalization of one velar stop should not be generalized to the other velar
stop. This prediction follows from the assumption that the stops are subject to distinct Faithful-
ness constraints, F(k) and F(g). The purpose of this experiment was to test this prediction and
to provide an independent set of data on which to test the claims of substantively biased pho-
nology.

5.1. Methods

5.1.1. Stimuli
The nonword recordings used in this experiment were the same as those in Experiment 1.

5.1.2. Procedure
The experiment had two conditions (Voiceless, Voiced), with four phases in each condition

(practice, exposure, break, testing). The equipment and procedures were identical to those in
Experiment 1, except with respect to the stimulus lists that were presented to participants in the
practice and exposure phases.

There were three practice trials: one in which the members of the stimulus pair were phono-
logically identical ([bɑlə] … [bɑlə]), and two in which the members of the stimulus pair were
related by velar palatalization (Voiceless: [kiwə] … [t�ʃiwə] and [kenə] … [t�ʃenə]; Voiced:
[�ipə] … and [�efə] … ).

During the exposure phase there were 34 trials, as schematized in Table 9. The trials were
grouped into four blocks. Each block contained two examples of velar palatalization ([k] →
[t�ʃ] or [�] → before [i] and [e]), one or two examples of velars that did not palatalize ([k]
or [�] before [ɑ]), and four or five fillers. The blocks that contained four fillers also included
one example in which velar palatalization applied to the novel voicing category; that is, partici-
pants in the Voiceless condition heard exactly two examples of palatalization of voiced [�]
(one before [i] and one before [e]), and participants in the Voiced condition heard exactly two
examples of palatalization of voiceless [k] (one before [i] and one before [e]). These items
were included to encourage generalization during testing—a manipulation that was not suc-
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Table 9
Exposure trials for the two conditions in Experiment 2

Condition Trial Type (Number)

Voiceless kiCV … t�ʃiCV (4) keCV … t�ʃiCV (4)
giCV … d��iCV (1) �eCV … d��eCV (1)

Voiced giCV … d��iCV (4) �eCV … d��eCV (4)
kiCV … t�ʃiCV (1) keCV … t�ʃeCV (1)

Both kACV … kɑCV (3) �ɑCV … �ɑCV (3)
piCV … piCV (3) biCV … biCV (3)
peCV … peCV (3) beCV … beCV (3)
pACV … pɑCV (3) bɑCV … bɑCV (3)
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cessful, as we will see. The order of the blocks and the order of items within blocks were ran-
domized across participants.

The testing phase contained 80 trials, as schematized in Table 6 (see section 3). The testing
list was exactly the same for both conditions, and was randomized for each participant without
blocking.

5.1.3. Participants
Twenty-two native American English speaking undergraduate students at UCLA partici-

pated in the experiment. Participants were randomly assigned to the two experimental condi-
tions, with the restriction that there be an equal number in each condition. They were paid a
nominal fee or received a small amount of extra credit in an introductory course. None of the
participants in this experiment had participated in Experiment 1.

5.2. Results and analysis

The recorded responses in the practice, exposure, and testing phases were transcribed by a
phonetically trained native American English speaker (the author). As in Experiment 1, almost
all of the responses in the practice and exposure phases consisted of errorless repetitions, and
the great majority of the responses in the testing phase could be classified as no change or
palatalized. Palatalization was applied very infrequently to the labial stops ([p] and [b]); only
two responses (less than 1% of all total responses) were of this type. The following statistical
analysis therefore focuses on the rate of palatalization of critical testing items. Fig. 3 displays
the palatalization rate for each type of critical item in each condition. Table 10 gives the means
and standard errors.

A repeated-measures ANOVA with participant as a random factor was performed on the
proportion of palatalization responses computed for each participant and each critical conso-
nant, with responses broken down by vowel context. The between-participant factor was con-
dition (Voiceless vs. Voiced). There were two within-participant factors: consonant (exposure
vs. novel) and vowel context (high front [i] vs. mid front [e]). The main effect of condition was
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Fig. 3. Results of Experiment 2 by condition. Note. Error bars represent standard error of the mean.



not significant (F < 1), suggesting that the two exposure conditions did not lead to different
overall rates of palatalization. There was also a significant main effect of consonant, F(1, 20) =
10.5, p < .01, MSe = .12. All other main effects and interactions were nonsignificant. In particu-
lar, there was no significant interaction between condition and consonant (F < 1), suggesting
that participants do not extend velar palatalization from [�] to [k] at a higher rate than the (rela-
tively low) rate at which they extend the change from [k] to [�]. Both generalization rates are
low relative to that observed in Experiment 1.15

The biased and unbiased instantiations of the model were fit to the averaged experimental
data following exactly the same procedure described for Experiment 1. Table 11 gives the cor-
relations between the observed velar palatalization rates and the best fitting predictions of the
biased and unbiased models. The biased model significantly outperforms the unbiased model
with respect to the voiced condition—the condition in which the participants extended
palatalization to the [ɑ] context most strongly. In that condition, the biased model explained
approximately 8% more of the total variance, and 12% more of the variance for the critical
items, than the unbiased model.

5.3. Discussion

The results of this experiment support the prediction that velar palatalization is not general-
ized from a velar stop with one specification for [voice] to a velar stop with a different [voice]
specification. They also provide additional evidence in favor of the substantively biased model,
which predicts the detailed pattern of velar palatalization better than the unbiased model.

The lack of generalization on the focus converges with results of Goldrick (2004), who also
found little generalization between the two velar stops [k �] in a quite different experimental
paradigm. Absence of generalization—and ultimately the existence of two distinct faithfulness
constraints, F(k) and F(g)—may itself have a perceptual explanation. It is a well-known find-
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Table 10
Mean observed rates of velar palatalization for critical item types in Experiment 2

Condition kiCV keCV kɑCV �iCV �eCV �ɑCV

Voiceless .39 (.10) .36 (.10) .12 (.09) .14 (.06) .11 (.06) .09 (.05)
Voiced .26 (.11) .20 (.09) .00 (.00) .50 (.13) .44 (.10) .23 (.07)

Note. Values in parentheses are standard errors.

Table 11
Correlations (r) between observed and predicted rates of palatalization in Experiment 2

Condition Model All Items Critical Items

Voiceless Substantively biased .807 (.65) .689 (.48)
Unbiased .800 (.64) .684 (.47)

Voiced Substantively biased .920 (.85) .832 (.69)
Unbiased .875 (.77) .753 (.57)

Note. Values in parentheses are percentage variance explained.



ing of speech perception experiments that the [voice] specification of a stop is perceptually ro-
bust, much more so than its place of articulation (e.g., Benkí, 2002). This line of explanation
may also account for another finding of Goldrick (2004), namely that generalization between
voiceless and voiced fricatives ([f v]) does occur. For aerodynamic reasons, the [voice] distinc-
tion is likely to be weaker for fricatives than for stops; this perhaps gives rise to an identifica-
tion of their faithfulness constraints.

K. Zuraw (personal communication, May 21, 2005) points out another source of converging
evidence, this time from loanword phonology. It has been observed that, whereas phonological
patterns in the native language are typically extended to novel contexts in borrowed words, ex-
tension to novel segments is rare. Again, we might expect a nuanced version of this generaliza-
tion, according to which a nonnative sound is subject to native phonology in proportion to how
strongly it perceptually resembles native sounds, to be consistent with the entire body of data.

These findings do, however, appear to be incompatible with one of the typological implica-
tions discussed in section 2. Recall that palatalization of [�] asymmetrically implies pala-
talization of [k] in the languages of the world. This could have led us to expect generalization
in the same direction, for essentially the same reason that we expected (asymmetric) general-
ization on the context in Experiment 1.

This apparent tension can be resolved by considering an important difference between these
experiments and how velar palatalization is likely to arise in natural languages. The experi-
ments presented palatalization as an instantaneous, categorical change from a velar stop to a
palatoalveolar affricate. However, natural velar palatalization likely develops in a series of
smaller steps. I make the minimal assumption that the first step is strong coarticulation be-
tween front vowels and all preceding velar stops (a state of affairs that could be transcribed
roughly as [kji, �ji]). The typological rarity or nonexistence of palatalization of voiced velars
only could then follow from the hypothesis that learners are unlikely to reinterpret a heavily
coarticulated [�ji] as without also reinterpreting a heavily coarticulated [kji]—which is
perceptually more similar to the corresponding palatoalveolar affricate—as [t�ʃi]. In short, I
take the explanation for the typological implication to be of the kind championed in evolution-
ary phonology: Palatalization of only voiced velars is a possible sound pattern, but unlikely to
arise in nature. Adopting this explanation does not, as I have shown, prevent us from also inves-
tigating cognitive biases that make reference to the same underlying substantive factors.

6. Conclusions

The main issue addressed in this article was whether human learners have a system of cogni-
tive biases, rooted in knowledge of phonetic substance, that shapes the way in which they learn
and generalize from phonological data. I began by reviewing the articulatory, acoustic, percep-
tual, and typological properties of velar palatalization, and then (following work by Ohala and
Guion) focused on perception as the central substantive factor. A general model of categoriza-
tion adopted from work in psychology was used to quantify the perceptual similarity of velars
and palatoalveolars in three vowel contexts. The resulting similarity values function as a prior,
one that favors changes involving more similar sounds, in the proposed framework of substan-
tively biased phonology. The framework was made fully explicit with CRF. Two PSM experi-
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ments and accompanying modeling results revealed novel, detailed patterns of generaliza-
tion—and lack of generalization—that support the biased model over a formally matched
unbiased model.

In addition to their implications for the debate over substance, these present findings have
consequence for the theories of generalization and similarity. First, phonological learning can-
not proceed exclusively by minimal (or least general) generalization (Albright & Hayes, 2003;
Pierrehumbert & Nair, 1995), because such a mechanism could not explain the observed pat-
terns in which velar palatalization is extended to a novel context (Experiments 1 and 2). The
same problem holds for exemplar-based theories of phonological generalization (Daelemans,
Zavrel, van der Sloot, & van den Bosch, 2003; Kirchner, 2005).16 I would tentatively suggest
that both types of theory are valid only when the evidence available to the learner is abundant,
thereby allowing for fine-grained comparison of the predictive value of specific stimulus prop-
erties. This investigation is targeted at the opposite extreme—closer to the original empirical
motivation for generative grammar—in which the learner’s input is highly impoverished.
(Minimal generalization and exemplar theories are of course compatible with the apparent lack
of generalization on the focus in Experiment 2, but I have given an alternative explanation for
that finding in terms of faithfulness.)

Second, the predictions of the substantively biased model depend crucially on a notion of
similarity that is context sensitive. This contrasts sharply with recent research in which much
more coarse-grained similarity metrics are applied to the problem of predicting various aspects
of lexical and phonological behavior (Bailey & Hahn, 2001, 2005; Frisch, Pierrehumbert, &
Broe, 2004; Hahn & Bailey, 2005; P. A. Luce, 1986). The large amounts of unexplained vari-
ance in the important studies of Bailey and Hahn (2001, 2005) and Hahn and Bailey (2005) in
particular suggest that judgments of word likeness and word similarity cannot be successfully
modeled unless contextual effects on sound perception are taken into account.

I should also note some limitations of this article and directions for future research. For rea-
sons of space, I have not been able to consider several additional alternative explanations of the
experimental data, most notably those that would draw on the participants’ knowledge of Eng-
lish. Such alternatives are considered and shown to be inadequate in a companion article. I
have already noted that the interpolated similarity value for the pair [ke]/[t�ʃe] is likely too
high, and suggested another study that could test this possibility. There are three other rather
open-ended directions for research. The first would systematically vary the amounts and types
of exposure in the PSM paradigm to further test the quantitative predictions of substantively bi-
ased phonology. The second would apply the paradigm to other putatively substantively moti-
vated phonological patterns, dozens of which appear in the literature (e.g., Hayes et al., 2004).
The third, and most crucial, would investigate the relation between infant acquisition of pho-
nology and adult phonological learning of the kind studied here.

I conclude with a final remark on the general perspective advanced here. In the foundational
work of generative phonology, Chomsky and Halle (1968) set a goal of defining a notational
system in which well-attested, substantively motivated phonological patterns have concise de-
scriptions. The framework of substantively biased phonology continues this line of research,
with the difference that the preference for certain patterns is expressed as a prior on constraint
weights rather than as a set of notational conventions. Like Chomsky and Halle, I claim that the
bias is a component of cognition that is important for phonological learning and generaliza-
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tion. Also like Chomsky and Halle, I do not take the bias to be so strong that it excludes
unfavored patterns. The experimental and computational methods applied here allow such
claims to be investigated in unprecedented detail, providing a potentially vast body of new data
and theoretical insights on the nature of phonological learning.

Notes

1. Significant advances have also been made in integrating articulatory information into
phonology (Davidson, 2003, 2006; Gafos, 1999, 2002, this issue; Hall, 2003; Hayes,
1999; Kirchner, 2000, 2001).

2. I take the absolute limits on human phonologies to be not substantive, but rather set by
formal properties of the type investigated within optimality theory by Albro (2005),
Eisner (1997), and Riggle (2004) and within rule-based phonology by, for example,
Reiss (2003). See Frank (2004) for general discussion of formal complexity in gram-
mar.

3. Square brackets, as in [ki], indicate broad phonetic transcription in IPA (International
Phonetic Association, 1999). Note that [t�ʃ] and are considered to be single conso-
nants (not sequences of two consonants), as indicated by the top ligature. For expository
convenience, the diphthong [e] (as in cape) is transcribed throughout as [e]. The vowel
in cop, which I transcribe throughout as back [ɑ], may be closer to central [ɐ] for many
speakers. The article does not require knowledge of any distinctive features beyond
[voice], which distinguishes sounds such as [k] and [�], and the features given in Table
1. If desired, most of this section could be skipped on a first reading; the main points are
summarized at the end.

4. The confusion rates for these sounds are asymmetric; for example, [ki] was identified as
[t�ʃi] 3.5 times more frequently than [t�ʃi] was identified as [ki]. Such asymmetries are
commonly found in identification experiments (Nosofsky, 1991; Ohala, 1997; Plauché,
Delogu, & Ohala, 1997; Tversky, 1977). Although not of central interest for this article,
the observed asymmetries do have some consequences, discussed in section 3, for for-
mal modeling of the confusion data.

5. I abuse notation by identifying a stimulus category with one of its members. Because all
of the stimulus dimension values employed here were averages over multiple tokens,
some mixing of type and token levels is unavoidable.

6. The main limitation of the CRF model as an approach to phonology is that it cannot ac-
commodate epenthesis (insertion of sounds) without an a priori bound on the number of
epenthetic segments. Goldwater and Johnson (2003) presented a more general maxi-
mum-entropy model that does not have this limitation, but do not discuss how the prob-
ability distribution over the resulting (infinite) set of possible labelings or outputs is ap-
proximated. In current research, I am using standard Markov Chain Monte Carlo
methods to address this problem.

7. Technically, there is a potential for every clique in the undirected graph, and the poten-
tials are multiplied together in the equation for P(y|x). However, the equation in the text
is sufficient for the chain-graph structure assumed here.
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8. Recent results of Lin (2004) and Wilson (2006) provide a solution to this problem for
stochastic optimality theory in particular, but I have not had the opportunity to apply
these methods to this problem.

9. For the purposes of this article, only changes of the type velar stop → palatoaleveolar af-
fricate are considered. This limitation is appropriate for the experiments reported later,
and reflects the inviolable Faithfulness constraint against other changes that were as-
sumed earlier. However, according to standard assumptions in optimality theory, a
given Markedness constraint can in general be satisfied by many different types of
change. To apply the current model in the context of multiple changes, it would perhaps
be possible to relate the σm of constraint fm to the average over the biased perceptual sim-
ilarities of all of the changes that could be forced by fm. Alternatively, it is possible to re-
vise optimality theory in a way that limits each Markedness constraint to one particular
change (Wilson, 2001), in which case the definition of σm in the text would always be
sufficient.

10. Another possibility, not yet explored, would be to set the adult µM and µF values in a way
that models the relative frequencies of velar stops and palatoalveolar affricates in the
lexicon of English. The proper settings of µM and µF for a child acquiring his or her first
language are discussed in a companion article.

11. The fact that the practice items illustrated palatalization of voiced [�] only was a delib-
erate design feature, as an earlier experiment (described in a companion article) had
used practice items that illustrated palatalization only of voiceless [k]. The nature of the
practice items has a measurable effect on participants’ behavior, as noted later.

12. Note that the word testing did not appear in any of the instructions. Rather, the testing
phase was referred to as simply the “second part” of the experiment, and participants
were told that they would “play the game with the computer” in that part. Participants
were also assured that their responses would not be judged as correct or incorrect.

13. The two-way interaction between consonant and vowel context, and the three-way in-
teraction among condition, consonant, and vowel context were both nonsignificant (Fs
< 1). Because of issues of nonnormality that arise when proportional data are analyzed
with an ANOVA, the statistics reported in the text were also performed under the arcsin
transformation sin ( )�1 x of the proportions. The pattern of statistical significance did
not change, except that the interaction between condition and consonant reached signif-
icance at the α = .05 level, F(1, 20) = 4.6, p < .05, MSe = .15. The interaction between
condition and vowel context remained significant, F(1, 20) = 9.6, p < .01, MSe = .19.

14. At this point it would be customary in psycholinguistic studies to perform the same sta-
tistical analysis with items as a random factor. Such an analysis would test the hypothe-
sis that the effects found in the by-participants ANOVA are uniform across items (see
Clark, 1973, for general discussion). However, there is little reason, in this or many
other experiments on language, to believe that such a hypothesis could be valid. With a
small stimulus set, it is likely that the idiosyncratic properties of some particular items
(e.g., their phonotactic probability, or similarity to existing words, or degrees of similar-
ity to other stimulus items) will substantially affect participants’ behavior. Fortunately,
the argument for substance does not depend on the hypothesis that all items of a particu-
lar type were treated identically. Although we wish to establish a general claim about a
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population of human learners, making the by-participants analysis a sensible one, we do
not desire or need to make the claim that all nonwords beginning with a particular CV
sequence are identical, even for the limited purpose of predicting velar palatalization.

15. The statistics reported in the text were repeated with arcsin-transformed proportions
(sin ( ))�1 x . The pattern of statistical significance did not change. The main effect of
consonant (exposure vs. novel) was significant, F(1, 20) = 11.7, p < .01, MSe = .22, and
there was no significant interaction of condition and consonant (F < 1).

16. Tests of the TiMBL exemplar-based model (Daelemans et al., 2003) have yielded poor
fits to the experimental results. Although the model gave a reasonable account of the be-
havior of the participants in the high (Experiment 1) and voiceless (Experiment 2) con-
ditions (r = .90 and r = .51 for the critical items, respectively), it could not account for
the behavior of participants in the other two conditions, mid (Experiment 1) and voiced
(Experiment 2; r = .08 and r = –.21 for the critical items, respectively). The latter two
conditions were the ones that gave rise to the greatest generalization beyond the expo-
sure data, and for that reason the results appear to lie beyond the reach of this model.
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Appendix: Stimuli for Experiments 1 and 2

′kit�ʃə
′ki�ə
′kirə
′kiwə
′kifə
′kimə
′kinə
′kisə
′ket�ʃə
′ke�ə
′kenə
′kewə
′ked��ə
′kemə
′kerə
′kezə
′kɑpə
′kɑθə
′kɑvə
′kɑðə
′kɑ�ə
′kɑ�ə

′gibə
′gimə
′gipə
′girə
′gisə
′git�ʃə
′gikə
′givə
′giwə
′gefə
′geðə
′gemə
′gepə
′gerə
′get�ʃə
′gekə
′gevə
′gewə
′gɑfə
′gɑkə
′gɑrə
′gɑd��ə
′gɑpə
′gɑwə

′pid��ə
′piθə
′pivə
′pibə
′pilə
′pi�ə
′pekə
′pevə
′pezə
′pebə
′peðə
′pesə
′pɑt�ʃə
′pɑ�ə
′pɑrə
′pɑfə
′pɑd��ə
′pɑvə

′bilə
′bipə
′bi�ə
′biðə
′biʃə
′bizə
′beðə
′be�ə
′benə
′bed��ə
′bevə
′be�ə
′bɑlə
′bɑSə
′bɑzə
′bɑt�ʃə
′bɑʃə
′bɑvə

982 C. Wilson/Cognitive Science 30 (2006)


